Solve xT*A*x +bT*x+c=0



………(1) 
In order to make consistent sense of this as a matrix equation, we have to add: where x is a 1 x n column vector, A is an n x n matrix, and bT is a row matrix of size 1 x n, and c is a constant number.
We use the following notation:
· * denotes matrix multiplication. Where applicable this is written as AB = A*B
· x =[xi] represents a (column) vector; A represents a matrix

· xT = {xi} is the row matrix [x 1, x2 ,….xn], the transpose of x; AT is the transpose of A
· inv(A) (or A-1)is the inverse of A, defined only for square non singular matrices with det(A) (the determinant of A) not equal to (neq) zero;  A*inv(A) = inv(A)*A = In, the identity matrix with the same size (nxn) as A having ones on its diagonal and zeros elsewhere.
[Note: as far as possible the notation corresponds to that used in popular mathematical software such as MATLAB or SciLab (a French GNU free software available on the internet). I use SciLab these days; MATLAB is very good but expensive. I lost my copy of MATLAB in a disk crash. Generally in these AT is written as A’]
 Q(x) = xTAx is a quadratic form of the type Σi aiixi2 + Σi Σj (aij+aji)xixj when evaluated. 
Since  all aii  = 0  and all aij = -aji in a real skew symmetric matrix, any real skew symmetrical matrix K makes Q(x) = xTKx  = 0 for any vector x whatever. Hence if A is skew symmetric, equ. (1) becomes a linear equation.
Writing matrix A as A = (A + AT)/2 + (A - AT)/2 = S + K, 
where S is a symmetric and K a skew-symmetric matrix, we can replace A in the quadratic form to get
Q(x) = xTAx = xT(S + K)x = Q(x) = xTSx.                  ………..(2)
The quadratic form becomes of the type 
Q(x) = Σi siixi2 + Σij (sij+sji)xixj  = Σi siixi2 + Σij 2sijxixj         ……………….(3)

since sij = sji for all i.j in a symmetric matrix S.
It is convenient, if possible, to rid the quadratic form Q of all cross terms xixj. by a suitable transformation. A transformation that will make 
Q(y)  = Σ diiyi2, (i = 1 to n)  is a relation x ( y so that Q(x) = xTSx = yTDy with D diagonal, where the x’s are transformed by a linear transformation x =Vy, or  y  = inv(V)x = VT x if V is made an nxn orthonormal vector basis. 
inv(V) = VT because V is orthonormal: V inv(V)  = VVT =In 

The standard method is to find matrices V, called the eigenvector matrix, and E,  the eigenvalue matrix of matrix S, such that   S =  V E VT 
and hence 
Q(x) = xTSx = xT V E VT x = yTEy               ……………………….(4)
(E is then diagonal and V orthonormal).
Notice that the eigenvalues eii of a general symmetric matrix S are not necessarily positive but cannot be zero unless S is singular because 

e11e22 ….. enn = det(E) = det(S).
Also xTx = (Vy)TVy = yTVTVy = yT In y =yTy
This means that the (variable) vectors x and y are of the same length but have different components since y is now based upon the basis V. The geometrical interpretation of this is to convert the equation of an n-dimensional quadric surface, Q(x) = c, into new axes so that Q(y) = c is of the same shape and size, but differently oriented. The basis V has been chosen to make the elements of y lie along the principal axes of this quadric: it is a rotation preserving vector lengths.

From the algebraic point of view it has converted an expression of the type
Σi aiixi2 +Σij 2aijxixj   (i,j = 1 to n, j>i)  into one of type 
Σi eiiyii2, i = 1 to n.                                                        …………..(5)
That’s a simplification, but we are not finished, unfortunately! We still have to deal with the term bTx in  xTAx + bTx+c = 0.

bTx = b1x1 + b2x2 + b3x3……bnxn = Σbixi;

since x = Vy,  bTx = bTVy = gTy, where gT is a row vector = bTV.
In the transformed vector space of y we have yTEy + gTy + c = 0.

This is equivalent to the sum of n terms formed by y 1, y2 ,….yn
Σi (eii y i2 + giyi) + c = 0                                                          ………….(6)
Completing the squares of each term, we can write:
Σi eii (y i2 + giyi/eii + gi2/4eii2) - Σi gi2/4 eii + c  =  0
Putting zi  =  (y i + gi/2 eii), the equation reduces to 
Σi eii zi2 -  Σi gi2/4eii  + c = 0,                                                      ………..(7)

i.e a weighted sum of squares of n variables e11z12 + e22z22 +….. + ennzn2 = c12,  where c12 is some constant (Σi gi2/4 eii – c)  
For this equation to hold we obviously need all │enn│ > 0 , which holds for S symmetric (see above). If all enn are positive, then this equation represents an n-D hyper-ellipsoidal surface if c12 is also positive and the signs of the coefficients of zi2 are also positive; otherwise it will be a hyperboloid of n-dimensions.
………….
In the trivial case when {x} = x, the equation reduces to

ax2 +bx +c = 0; 
v = 1 and e = a; 
y=xv = x; 
g=bv=b; 
z= (y+g/2a) = (x+b/2a); and we get

ay2 + by +c = 0, an identical expression, expected since x = y, 
az2 – b2/4a + c = 0 with solution z =  ±√( b2/4a2 – c/a)
a(x+b/2a)2 – b2/4a + c = 0 = ax2 + xb + (b2/4a2 - b2/4a2) +c (original expression)
x+b/2a = ±√(b2/4a – c/a), so x = (- b ±√(b2 –4a c))/2a
This is the standard solution for the quadratic equation, and verifies the derivation trivially for n=1. 

Next examine the case where n=2 and the vector xT =[x1 x2]
This leads to a solution of  e11z12 + e22z2 =  g12/4 e11 +  g22/4 e22 – c
                                                                 =  (b1v1)2/4 e11 + (b2v2) 2/4 e22 – c

Take an example, using a matrix software (SCILAB or MATLAB will work on this). The display is in format F6 but using DP algebra.
(1) Generate a random 2x2 matrix  A (integer element for convenience)
-->a=round(20*rand(2,2))-10

 a  =

  - 1.  - 2.

    7.    5.

(2) Find the symmetric part S (note that we cannot work in Integer fields; rational fields are still allowed)

-->s=(a+a')/2

 s  =

  - 1.     2.5

    2.5    5.

Is A singular? No…
-->det(a)

 ans  =

    9
(3) The antisymmetric (skew) part K is (we don’t need it!)

-->k=(a-a')/2

k  =

    0.   - 4.5

    4.5    0.

(4) Next find the eigenvectors vij and eigenvalues eij of  S
 (   [v,e]=spec(s)            (note( spec( ) = eig( ) in MATLAB). 
e  =

  - 1.905    0.

    0.       5.905

 v  =

  - 0.940    0.340

    0.340    0.940                            

(5) Generate a random vector for B
-->b=round(20*rand(2,1))-10

 b  =

    5.

    1.                         

(6) and a number for c
-->c=round(20*rand(1,1))-10

 c  =

  - 8. 
(7)Calculate vector g
-->v'*b

 g  =
  - 0.940    0.340

    0.340    0.9402
-->g=(v'*b)'

 g  =

  - 4.360    2.642
 ….. So we now have  e11, e22, g1, g2 in

e11z12 + e22z22 =  g12/4 e11 +  g22/4 e22 – c = C1, 
(8) Calculate the RHS as follows, using a few matrix tricks: 

-->C1=trace((diag(g)^2)/e/4)-c

C1  =

    5.8                                
So we can write   - 1.905 z12   +   5.905 z22 = 5.8 , which is the equation of a
hyperboloid centered on its principal axes; these axes are those of y under a translation and those of y are those of x rotated:
- 1.905 y 12 + 5.905 y 22  - 4.361 y1  + 2.642 y2 - 8 = 0,
a similar hyperboloid centered on axes translated from those of x by a rotation;
-x12 + 5 x22 + 10x1x2 + 5x1 + x2 – 8 = 0,

which lies on the x axes.
Depending upon the sign of the coefficients of  z12 and z22 , the curve can be a hyperbola or an ellipse (equal signs). Equal coefficients give a circle, or a right hyperbola if one is the negative of the other. 
If n=3, the points that satisfy the equations lie on ellipsoids or hyperboloids, and in a hyperspace of n>3 we get hyperellipsoids, etc.
For n=2, given a value for x1, x2 can be found so that the point (x1, x2) lies on the ellipse or hyperbola.
… to be continued, hopefully to cases with several vectors in the matrix for X up to a square nxn matrix, and a more proper look at validity in other fields than R….
Addendum
Any other vector y = [y1…yn] put in place of x in the above equation obviously gives the same result if A, b and c are unaltered. If however we append y as a vector to x to produce a 2xn matrix, then in the 2x2 case, for example, the first term becomes
 |x1  x2|    |a11  a12|  |x1  y1|      |xTAx     xTAy |
 |         |    |          |  |         |  =  |                       |                                                               |y1  y2|    |a21 a22 |  |x2  y2|      |yTAx      yTAy|.

 {And generally one can show for nxn matrix products, the same form is produced. For instance, 3x3 matrices give the array

xTAx     xTAy    xTAz     
yTAx     yTAy    zTAz
zTAx     yTAy    zTAz;
and similarly for higher orders nxn}
xTAy , yTAx, etc are bilinear forms and xTAx, yTAy, etc are quadratic forms. The bilinear forms are cross products of  x and y, etc: eg
xTAy = x1y1a11 + x1y2a21 + x2y1a12 + x2y2a22
yTAx = x1y1a11 + x1y2a12 + x2y1a21 + x2y2a22;
The quadratic forms are:
xTAx = a11x12 + (a12+a21)x1x2 + a22x22 (provided x1x2 = x2x1)
yTAy = a11y12 + (a12+a21)y1y2 + a22y22 (provided y1y2 = y2y1)
but note that if a21 = a12 i.e. if A is symmetric, these off diagonal terms are equal for a given pair like x,y.  Now we noted above that any matrix A can be decomposed into a symmetric and a skew-symmetric part, a matrix S and a matrix K respectively, such that A = S + K. As befor, in the nxn case where X is a matrix whose columns are n-vectors like (x1,x2…xn), (y1,y2….yn) etc, (with xk, yk…formed from the same basis vectors in field F, A being also nxn), 
XTA X = XT(S + K) X = XTS X +  XTK X
XTS X is now a symmetric matrix, size nxn if X is nxn, and XTK X is a skew symmetric matrix nxn with zeros on the diagonal and upper triangular part equal but opposite to the lower triangular part. 
 But the simplification obtained when X is a 1xn matrix is no longer true: the skew symmetric part XTK X is no longer identically zero. The diagonal of XTS X is the same as that of  but off diagonal terms are not symmetric in the XTA X case. 
Further, the eigenvalues of  S+X are obviously not the sum of the eigenvalues of S and X (consider how they are derived). The eigenvalues of A are in general complex if A is non symmetric.
{The reader will have to prove, show, or convince him/herself that each off diagonal terms like  xTAy that appear in the nxn case are all comprised of  only two vector component sets like x and y, and to determine which pair appear where in the product matrix. I have enough trouble multiplying a pair of 3x3 matrices together or calculating determinants without machine help these days!}
The second part of the equation becomes BTX, where B, for consistency,  must now be a matrix [b11 b21; b12 b22] for 2x2 case (the semicolon representing separate rows) and X is the matrix of vectors 
                 [x1 x2] 
                 [y1 y2] 
for the 2x2 case. The product matrix is then, for 2x2:
BTX = [b11x1+b12x2  b11y1+b12y2]

            |                                       |

            [b21x1+b22x2  b21y1+b22y2].
C must be replaced by C = [c11 c21; c12 c22] for matrix consistency in the 2x2 case. The second term gives a component linear in x’s or y’s.  
The equation XT*A*X +BT*X+C=0 (where X, A, B, C are all nxn ) can then be written as a set of algebraic equations by equating matrices. This produces n2 simultaneous mixed quadratic and homogeneous equations in the x,y… elements and their cross products. These indeterminates also number n2, so in principle the set of equations is soluble for x1 …xn, y1….yn, …etc. However, this is only true in the infinite field C, since complex numbers and radicals appear in the solution.
So what about GF? Are the matrix operations valid in this field? I conjecture yes, because GF(pk) has the following properties, (modulo p arithmetic being understood), (AFAIK, abstract algebra not being a strong subject with me!):
GF(pk)  is a finite field of pk elements, p prime, k an integer
It is closed over addition and multiplication; multiplication of elements is commutative and associative.
It has both left and right multiplicative inverses; so ‘division’ is permitted for elements neq. 0.

For the elements neq. zero, it is cyclic.

Apart from zero itself, there are no divisors of zero; i.e. no elements a,b in the field have ab = 0 unless either a or b is zero.

It seems to me that the usual matrix operations are not violated.

I feel I can take this no farther – hoping it provided some insight at least.

Disclaimer.
I am not a pure mathematician, but an applied one of limited breadth. I never had much use for the rigidity of the pure mathematician, not that I scorn it at all. To me  mathematics should be useful or at least interesting. Three pages of proof to establish necessary and sufficient conditions for something that seems intuitively obvious to me is tedium itself. Unfortunately abstract algebra is rife with ~100 definitions (nearly all with non-intuitive names!) from which ~10,000 theorems are derived. I have 3 books on it – I would recommend none. Whereas as far as linear algebra is concerned, I have two and would recommend both!
****

If you were wondering what that graph was (I meant to delete it), it was an attempt to show the transformations of the functions derived above for the 1xn example as given above. The original function in x was plotted against axes x1,x2, etc. x1,x2 is the blue curve but I goofed somewhere in calculation of the back derivation from z and the blue hyperbolae are not coaxial. Those for Z (green) and the intermediate step (red) appear correctly, I believe.
I also glossed over the fact there are solutions to  a z12=b z22 - c, where c>b z22
and z1 = {(b z22 – c)/a}1/2 becomes imaginary… etc. These produce ellipses and hyperbolae in the ix1, x2 plane, (I think!)

I had hoped that a set of equations in the squares of the transformed variables Z would result (as in the 1xn case), which could be solved by standard methods of linear algebra (for the z2 ’s). But the appearance of cross product terms in the general nxn case renders this hope vain, and the solution, still possible in principle, becomes very much more difficult and complex.
Der Alte
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